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Cyber-Physical Systems or "smart" 
systems are co-engineered interacting 
networks of physical and computational 
components

Definition

Game Theory is the study of 
mathematical models of conflict and 
cooperation between intelligent 
rational decision-makers
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Essential Research Areas

Tactical Unit Energy Independence

Manufacturing at the 
Point of Need

Manipulate Failure Physics 
for Robust Materials

Discovery

Accelerated 
Learning for a 
Ready Force

Artificial 
Intelligence/ 

Machine 
Learning

Distributed / Cooperative 
Engagement in Contested 

Environments
Human-Agent Teaming Cyber & EM 

Technologies 
for Complex 
Environments

Presenter
Presentation Notes
Human Agent Teaming: Enable teams of humans and intelligent agents to perform a military-relevant task efficiently yet more effectively than either group alone by leveraging the unique capabilities of eachArtificial Intelligence and Machine Learning: Develop and employ a suite of artificial intelligence and machine learning techniques and systems to assist soldiers in complex operational conditionsManipulating Physics of Failure for Robust Performance of Materials: Detect, characterize, and manipulate the physics of failure, including fatigue and dynamic damage to create disruptively capable structures that are affordable, available and adaptable.Science for Manufacturing at the Point of Need: Enable the rapid development and certification of lightweight multi-functional materials technology for protection, maneuver, and situational awareness by enabling new and adaptable manufacturing processes and robust predictive modelsTactical Unit Energy Independence: Exploit the interplay between material properties, structural morphologies, and dynamics of military operations to increase energy density, harvesting from locally available resources and conversion and transmission efficiencies.Cyber and Electromagnetic Technologies for Complex Environments: Exploit the coupling of the cyber domain and electromagnetic activities to seize and retain operational advantage over adversaries and to deny and degrade enemy capabilities.Distributed and Cooperative Engagement in Contested Environments: Science that allows a small number of dispersed entities to deliver overwhelming kinetic and non-kinetic effects to deliver efficient payload kill mechanisms; science that allows one to protect a body/platform against complex single and multiple entitiesAccelerated Learning for a Ready and Responsive Force: To accelerate learning to help Soldiers reach a higher level of proficiency faster; Research to understand individual differences in learning to develop adaptive training and human augmentation technologies. Discovery: Army relevant science that we are currently exploring. Examples include foundational work in the Quantum Sciences, Living Materials, and in modeling Complex Systems.
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Army Gaps Outcomes and Products

CETCE ERA
Camouflage and Decoy of CEMA

Capabilities of CEMA Camo/Decoy
1. Network connectivity persists in the 

presence of attacks that disable up 
to three communication modalities

2. Maintain communication/ network 
range with 90% reduction in 
perceived RF signature, reducing 
adversarial geolocation capability 
for precision fires 

3. Reduce operational effects from 
CEMA attacks to increase mission 
completion by 50% as compared to 
baseline

Products:
1. CEMA-camouflaged 

communications demonstration
2. Proactive network defense and 

resilience algorithms
3. Quantitative characterization and 

models of CEMA effects and 
adversarial intent

4. Situation-adaptive, multi-waveform, 
multi-function RF front-end 
demonstrator

5. Rapidly deployable radar/comms
decoy with reduced SWaP

6. EM decoys that generate RF ghost 
images

7. Dynamic honeypot generation 
based on adversarial actions

8. RF network integrated with CEMA 
camo and virtual decoys

DP1: Reduction of 60% in perceived RF signature for communication 
DP2: Deceive adversary to achieve 25% increase in mission completion compared to baseline 

2017 2018 2019 2020 2021 2022 2023 2024 2025

Maintaining a Robust 
Tactical Network: 
Tactical networked 
communication must 
persist in a cyber and 
EM contested and 
congested environments.

Defeating adversarial 
EM detection and 
kinetic targeting of 
communication 
systems: 
Future emitters must be 
able to communicate 
without reduced 
capability while being 
protected from adversary 
geolocation. 

Protecting cyber-
physical systems from 
targeted CEMA 
attacks: 
Electronics for combat 
vehicles and dismounts 
must be protected from 
CEMA attacks, using 
honeynets, decoys and 
camouflage.

CSA Priority: Network/C3I

c

Dynamic creation of software-defined 
network for adaptive deception 

RF network with 
CEMA decoys 

and camo 

Coherent beamforming from non-
periodic dispersed emitters for decoys

Intelligent rapid honeynet generation

Analysis of effects of CEMA misdirection 
on human behavior

Proactive adversarial modeling (cyber activities & intent)

Communications deception and agility 
algorithms for RF bands DP1

DP2

1

2

3

4

6

7

Decision for 5-yr Extension in 2021

Network Science CTANetwork Science CTA

Distributed Analytics & Information Sciences  (DAIS) ITA Decision for 5-yr Extension in 2023

Cyber Security CRA Decision for 5-yr Extension in 2018

Decision for 5-yr Extension in 2021

Internet of Battlefield Things (IoBT) CTA Anticipated 5-yr Extension in 2023

Dist. & Collaborative Intelligent Sys. & Tech (DCIST) CRA Decision for 5-yr Extension in 2023

Current

Proposed

Product

Integrated 
Product

Decision 
Point 8

8

Wideband reconfigurable RF front-ends and 
antenna apertures

Radar and communications 
deception decoys 5
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Cyber-CAMO
System Overview

From afar, Adversary observes:

• Physical Camouflage: Actual target is projected 
onto one or more different geographic locations 
(E/W CAMO)

• SEDD focus area

• Logical Camouflage: Actual cyber network 
component is dynamically projected onto one 
or more “honey-nets” (Cyber CAMO)

• CISD/NSB focus area

Actual

Projection

• Final implementation may be 
combination of physical and logical 
camouflage
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Reconnaissance Exploit Command 
& Control

Privilege 
Escalation

Lateral 
Movement

Protect Detect Deny Disrupt
Contain/ 

Best 
Response

Objective/
Target

Recover

Cyber Deception

Goal: Develop novel approaches to intelligently disguise a CPS network and 
impair the attacker’s decision with false information to protect critical nodes.

Cyber Kill Chain
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Research Challenge

 Limited battery power

 Limited computational power

 Low cost commercial off-the-shelf (COST) devise

 Heterogeneous devise designed with no security consideration

 Node mobility

 Contested and congested environment
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Related Works
 Updates system configuration based on risk [Zhu & Basar 2013]

 Consider the cost of mixed strategy in MTD [Rass et al. 2017]

 Deceptive routing against jamming attacks [Clark et al. 2012]

 Signaling game to disguise honeypots [Carroll and Grosu 2011]

 Bayesian honeypot selection by value [Kiekintveld et al. 2015]

 Signaling game for honeypot deployment [Pawlick & Zhu 2015]

 Stackelberg & attack graphs for deception [Durkota et al. 2015]

 Respond to attacker lateral movement [Mouhammad et al. 2016]
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Robots

Sensors

Vehicles

Munitions

Weapons

Wearable 
Devices

Explosion

Scenario
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Remote attacker

Wearable Devise

Sensors

Robots

Command Center

v5 v6 v7 v11v8 v9 v10

v4v1 v2 v3

v15v12 v13 v14

v0

v19v16 v17 v18 v20

Attack Graph
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Node Composition

Node

User

Applications

Operating System

Hardware CPU RAM I/O

DatabasesInternet 
Browsers
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 Add a fake node
 Hide critical node
 Increase/decrease the value of any node

Type of Deception

0 10.5
Probability & 
Discount rate

V1

V1 V2
 Add a fake link/vulnerability
 Hide a link/vulnerability
 Increase/decrease the cost of a vulnerability

 Increase/decrease the transition probability
 Increase/decrease the monitoring probability
 Increase/decrease the discount factor/rate

 Deterministic vs random network (MTD)
 Attacker detected vs cover up
 Hide network identity, e.g Military vs civilian
 Full or limited rationality of users/software
 computing power, memory space, data, algorithm

Detected or 
Cover up?

Military or 
Civilian?

Random or 
Deterministic?

Rational or 
Irrational?
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A vulnerability multi-graph 𝑮𝑮 𝑽𝑽,𝑬𝑬 is a graph which depicts
ways in which an adversary can exploit sequentially different
vulnerabilities to break the system. 𝑉𝑉 = {𝑣𝑣1, … , 𝑣𝑣𝑁𝑁} represents
the set of nodes and 𝑁𝑁 the total number of nodes. 𝐸𝐸 ⊆ 𝑉𝑉𝑉𝑉𝑉𝑉 is the
set of directed edges.

Each node 𝑣𝑣 has a set of applications

Each application has a set of known vulnerability (empty or not) 
and open ports through which illegitimate users may gain 
access to 𝑣𝑣

 Two nodes 𝑣𝑣1 and 𝑣𝑣2 are connected on 𝐺𝐺 if it exists on node 
𝑣𝑣2 an application hosting a vulnerability that the system rules 
allow to access from node 𝑣𝑣1.

Vulnerability Multi-Graph
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A two-player zero sum Markov game is defined as a 6-tuple 
(𝑆𝑆,𝐴𝐴,𝑂𝑂,𝑃𝑃,ℛ, 𝛾𝛾) where:

𝑆𝑆 = {𝑠𝑠1. . 𝑠𝑠𝑙𝑙} is a finite set of game states;
𝐴𝐴 = {𝑎𝑎1. .𝑎𝑎𝑛𝑛} is the set of actions of the maximizer (row player);
𝑂𝑂 = {𝑜𝑜1. . 𝑜𝑜𝑚𝑚} is the set of actions of the minimizer (column 

player);
 𝑃𝑃 is a Markovian transition model, with 𝑃𝑃(𝑠𝑠,𝑎𝑎, 𝑜𝑜, 𝑠𝑠′) being the 

probability that s′ will be the next game state when players take 
actions a and 𝑜𝑜 respectively;

The functionℛ(𝑠𝑠,𝑎𝑎, 𝑜𝑜) specifies the immediate reward (or cost) 
of players for taking actions 𝑎𝑎 and 𝑜𝑜 in state 𝑠𝑠;

 𝛾𝛾 ∈]0, 1] is the discount factor for future rewards.

Two-player Zero-sum Markov Game
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Player’s Policy

 A policy 𝜋𝜋𝐴𝐴: 𝑆𝑆 → Ω(𝐴𝐴), for the row player (maximizer) is a function that gives for each state 𝑠𝑠 a 
probability distribution 𝜋𝜋𝐴𝐴(𝑠𝑠) over the maximizer actions 𝐴𝐴 = 𝑎𝑎1. .𝑎𝑎𝑛𝑛 . For any policy 𝜋𝜋𝐴𝐴, 𝜋𝜋𝐴𝐴(𝑠𝑠,𝑎𝑎)
denotes the probability to take action 𝑎𝑎 in state 𝑠𝑠.

 For any policy 𝜋𝜋, 𝑄𝑄𝜋𝜋 𝑠𝑠,𝑎𝑎, 𝑜𝑜 is the expected sum of discounted reward of the row player:

𝑄𝑄𝜋𝜋 𝑠𝑠,𝑎𝑎, 𝑜𝑜 = ℛ 𝑠𝑠, 𝑎𝑎, 𝑜𝑜
Immediate reward

+ 𝛾𝛾 �
𝑠𝑠′∈𝑆𝑆

𝑃𝑃 𝑠𝑠, 𝑎𝑎, 𝑜𝑜, 𝑠𝑠′ min
𝑜𝑜′∈𝑂𝑂

�
𝑎𝑎′∈𝐴𝐴

𝑄𝑄𝜋𝜋 𝑠𝑠,𝑎𝑎, 𝑜𝑜 𝜋𝜋(𝑠𝑠′,𝑎𝑎′)

Future rewards

 Optimal policy:

�
𝑊𝑊 𝑠𝑠 = max

𝜋𝜋𝐴𝐴(𝑠𝑠)∈Ω(𝐴𝐴)
min
𝑜𝑜∈𝑂𝑂

∑𝑎𝑎∈𝐴𝐴 𝑄𝑄(𝑠𝑠 𝑎𝑎, 𝑜𝑜)𝜋𝜋′(𝑠𝑠,𝑎𝑎)

𝑄𝑄 𝑠𝑠, 𝑎𝑎, 𝑜𝑜 = ∑𝑠𝑠′∈𝑆𝑆 𝑃𝑃 𝑠𝑠′| 𝑎𝑎, 𝑜𝑜, 𝑠𝑠 [ℛ 𝑠𝑠, 𝑎𝑎, 𝑜𝑜, 𝑠𝑠′ + γ𝑊𝑊(𝑠𝑠′)]
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Game Matrix

Column player
𝑜𝑜1 𝑜𝑜2 … 𝑜𝑜𝑚𝑚

𝑎𝑎1

𝑎𝑎2

…

𝑎𝑎𝑛𝑛R
ow

 p
la

ye
r

Q(𝑠𝑠,𝑎𝑎1,𝑂𝑂1)

Q(𝑠𝑠,𝑎𝑎𝑛𝑛 ,𝑜𝑜𝑚𝑚)

Reward matrix for state  𝑠𝑠 ∈ 𝑆𝑆
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Value Iteration Algorithm

𝑊𝑊 ← 0
𝑙𝑙 ← 0
Repeat

𝑙𝑙 + +

For each 𝑠𝑠 ∈ 𝑆𝑆 do

𝑊𝑊𝑙𝑙+1 𝑠𝑠 = max
𝜋𝜋𝐴𝐴(𝑠𝑠)∈Ω(𝐴𝐴)

min
𝑜𝑜∈𝑂𝑂

�
𝑎𝑎∈𝐴𝐴

𝜋𝜋 (𝑠𝑠,𝑎𝑎) �
𝑠𝑠′∈𝑆𝑆

𝑃𝑃 𝑠𝑠′| 𝑎𝑎, 𝑜𝑜, 𝑠𝑠 [ℛ 𝑠𝑠,𝑎𝑎, 𝑜𝑜, 𝑠𝑠′ + γ𝑊𝑊𝑙𝑙(𝑠𝑠′)]

∀𝑠𝑠 ∈ 𝑆𝑆, 𝑊𝑊𝑙𝑙+1 𝑠𝑠 −𝑊𝑊𝑙𝑙 𝑠𝑠 < 𝜖𝜖Until

For each 𝑠𝑠 ∈ 𝑆𝑆 do

𝜋𝜋 𝑠𝑠 ← 𝜋𝜋 𝑠𝑠 : max
𝜋𝜋𝐴𝐴(𝑠𝑠)∈Ω(𝐴𝐴)

min
𝑜𝑜∈𝑂𝑂

�
𝑎𝑎∈𝐴𝐴

𝜋𝜋 (𝑠𝑠, 𝑎𝑎) �
𝑠𝑠′∈𝑆𝑆

𝑃𝑃 𝑠𝑠′| 𝑎𝑎, 𝑜𝑜, 𝑠𝑠 [ℛ 𝑠𝑠, 𝑎𝑎, 𝑜𝑜, 𝑠𝑠′ + γ𝑊𝑊𝑙𝑙(𝑠𝑠′)]

Return 𝜋𝜋,𝑊𝑊𝑙𝑙+1

Value iteration (𝑆𝑆,𝐴𝐴,𝑂𝑂,𝑃𝑃,ℛ, 𝛾𝛾)
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Identification of critical node for 
intelligent deception

10

10002000

100005000

100

20 10

What node is more attractive to the attacker? Left or right?
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Scan the National 
Vulnerability 

Database

Build a 
Vulnerability 

Graph

Learning to detect 
adversaries, goal, 
payoff, and target 

Formulate a 
Stochastic game 
& optimum policy

Find the optimum 
deception 
strategy

Game theory for Automated Deception
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Measure of the Value of Cyber Deception

The value of cyber deception can be measured as the difference between:

The attacker’s payoff in a game of complete information (No deception)

And 

The attacker’s payoff in that game after the defender apply cyber deception 
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Convergence Speed vs Discounted Factor

The convergence speed is affected by the discounted factor. 
The Bernoulli trial probability is 𝑝𝑝 = 0.4 and the threshold error is 0.01

18 iterations 28 iterations

60 iterations 600 iterations

Validation
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Convergence Speed vs Bernoulli Trial Probability

The convergence speed is less affected by the Bernoulli trial probability. 
The discounted factor is is 𝛾𝛾 = 0.8 and the threshold error is 0.01

37 iterations 37 iterations

37 iterations 13 iterations

Validation



UNCLASSIFIED

UNCLASSIFIED The Nation’s Premier Laboratory for Land Forces

Deterministic Strategies

If the attacker uses a deterministic strategy, the optimal defense 
strategy is also deterministic and the attacker never succeed.

Attacker Strategy Optimal Defense Strategy

Shortest path Vulnerabilities corresponding to the shortest path

Least cost edges Vulnerabilities corresponding to least cost edges

Movement toward next most attractive node Vulnerabilities corresponding to most attractive node

Validation

The optimum policy is a mixed strategy at each state of the game
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Future Works
 Imperfect monitoring

 Incomplete information

 Learning the attacker’s attack graph

 Attacker’s goal recognition

 Limited rationality

Multiple colluding attacker

 Time varying attack graph

 Distributed defense mechanism
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